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ACL 2024 Keynote: Can LLMs Reason  Plan?

Slides:  https://bit.ly/46H7qiF

(The link to ICML Tutorial--referred to in the talk--is here: youtube.com/watch?v=2DbmSTK2owI )

(Original recording of the ACL talk is  @ https://underline.io/events/466/sessions/18197/lecture/104502-keynote-2-subbarao-kambhampati )

Abstract: Large Language Models (LLMs) are on track to reverse what seemed like an inexorable shift of AI from explicit to tacit knowledge tasks. Trained as they are on everything ever written on the web, LLMs exhibit “approximate omniscience”–they can provide answers to all sorts of queries, but with nary a guarantee. This could herald a new era for knowledge-based AI systems–with LLMs taking the role of (blowhard?) experts. But first, we have to stop confusing the impressive style/form of the generated knowledge for correct/factual content, and resist the temptation to ascribe reasoning, planning, self-critiquing etc. powers to approximate retrieval by these n-gram models on steroids. We have to focus instead on LLM-Modulo techniques that complement the unfettered idea generation of LLMs with careful vetting by model-based verifiers (the models underlying which themselves can be teased out from LLMs in 
semi-automated fashion). In this talk, I will reify this vision and attendant caveats in the context of our ongoing work on understanding the role of LLMs in planning tasks.

Reasoning is hot and becoming hotter! - ACL 2024, Keynote

http://www.youtube.com/watch?v=0E9BbA0gO1A
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Can LLMs reason? Well what is “reason” exactly

new assertion vs slow thinking

LLMs: (Natural Language) Reasoning
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Natural Language Reasoning: A 

Survey; ACM Computing Survey, 

Col. 56, 2024
Three types of conclusions

LLMs: (Natural Language) Reasoning
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ACM Computing 

Survey, Col. 56, 2024 What does not count as reasoning (?)

Entity linking too?

LLMs: (Natural Language) Reasoning
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The reasoning process
ACM Computing 

Survey, Col. 56, 2024

LLMs: (Natural Language) Reasoning
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3 types of (neat) reasoning
ACM Computing 

Survey, Col. 56, 2024

LLMs: (Natural Language) Reasoning
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The 4th kind: “Defeasible” Reasoning

LLMs: (Natural Language) Reasoning
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The 4th kind: “Defeasible” Reasoning
ACM Computing 

Survey, Col. 56, 2024

LLMs: (Natural Language) Reasoning
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(Good old) Natural Language Inferencing
ACM Computing 

Survey, Col. 56, 2024

Reasoning?

LLMs: (Natural Language) Reasoning



Sourish Dasgupta 11

Special cases of all 4 kinds

Arithmetic Reasoning: (mostly) deductive

**Statistical Inference: (mostly) inductive

Commonsense Reasoning: (mostly) abductive , (many times) inductive

Spatial Reasoning: 

Temporal Reasoning: deductive, inductive, abductive

LLMs: (Natural Language) Reasoning
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A closer look at Statistical Inference as Reasoning

AI Planners

ML (w/o 

active RL)

Structured 

Causal 

Models

LLMs: (Natural Language) Reasoning
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The contenders …
ACM Computing 

Survey, Col. 56, 2024

LLMs: (Natural Language) Reasoning
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How do they differ?
ACM Computing 

Survey, Col. 56, 2024

hidden

LLMs: (Natural Language) Reasoning
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Forward Reasoning: CoT Prompting

Chain-of-Thought Prompting Elicits Reasoning

in Large Language Models; NeurIPS, 2022

LLMs: (Natural Language) Reasoning
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Backward Reasoning: Backward Chaining
EMNLP, 2022

LLMs: (Natural Language) Reasoning

Entailer: Answering Questions with Faithful and Truthful Chains of Reasoning; EMNLP, 2022
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Backward Reasoning: Backward Chaining
EMNLP, 2022

LLMs: (Natural Language) Reasoning
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How do we know how good they are?

18LLMs: (Natural Language) Reasoning
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Standard Benchmark Tasks
ACM Computing 

Survey, Col. 56, 2024

LLMs: (Natural Language) Reasoning
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Benchmark: Logical Reasoning
ACM Computing 

Survey, Col. 56, 2024

LLMs: (Natural Language) Reasoning
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Benchmark: (good old) NLI
ACM Computing 

Survey, Col. 56, 2024

LLMs: (Natural Language) Reasoning



Sourish Dasgupta 22

Benchmark: Multihop QA
ACM Computing 

Survey, Col. 56, 2024

HotpotQA vs MuSiQue

TACL, 2022EMNLP, 2018

LLMs: (Natural Language) Reasoning
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Benchmark: Commonsense Reasoning
ACM Computing 

Survey, Col. 56, 2024

What

EMNLP, 2018

LLMs: (Natural Language) Reasoning
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Benchmark: Commonsense Reasoning
ACM Computing 

Survey, Col. 56, 2024

What if,

Why

ACL, 2019

LLMs: (Natural Language) Reasoning
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Benchmark: Commonsense Reasoning
ACM Computing 

Survey, Col. 56, 2024

How

AAAI, 2020

LLMs: (Natural Language) Reasoning
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Benchmark: Commonsense Reasoning
ACM Computing 

Survey, Col. 56, 2024

Mixed

NeurIPS, 2021

LLMs: (Natural Language) Reasoning
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Benchmark: Complex Reasoning
ACM Computing 

Survey, Col. 56, 2024

MMLU, ICLR, 2021

BIG-BENCH, TMLR, 2021

LLMs: (Natural Language) Reasoning
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Is reasoning reasonably reasoning?

28LLMs: (Natural Language) Reasoning
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Does reason really exist? The reverse (inverse) tests

ICLR, 2024

LLMs: (Natural Language) Reasoning

THE REVERSAL CURSE: LLMS TRAINED ON “A IS B” FAIL TO LEARN “B IS A”; ICLR, 2024
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Are LLMs smart enough to reason through counterfactuals?

NAACL, 2024

LLMs: (Natural Language) Reasoning
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Are LLMs smart enough to reason through counterfactuals?

NAACL, 2024

LLMs: (Natural Language) Reasoning

Reasoning or Reciting? Exploring the Capabilities and Limitations of Language Models Through Counterfactual Task

https://aclanthology.org/2024.naacl-long.102.pdf


Sourish Dasgupta 32

Does commonsense exist? The “Alice-in-wonderland” tests

Arxiv, 2024

Alice has N brothers and she also has M sisters. How many sisters does Alice’s brother have?

LLMs: (Natural Language) Reasoning

Alice in Wonderland: Simple Tasks Showing Complete Reasoning Breakdown in State-Of-the-Art Large Language Models
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Does commonsense exist? The “Alice-in-wonderland” tests

Arxiv, 2024

LLMs: (Natural Language) Reasoning
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The “Alice-in-wonderland” tests: Correct Response Rate

Arxiv, 2024

LLMs: (Natural Language) Reasoning



Sourish Dasgupta 35

Are we benchmarking in the right way?

Arxiv, 2024

LLMs: (Natural Language) Reasoning
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Are we benchmarking in the right way?

Arxiv, 2024

LLMs: (Natural Language) Reasoning
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LLMs have to be told “she” means female …

Arxiv, 2024

LLMs: (Natural Language) Reasoning
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Arxiv, 2024

LLMs: (Natural Language) Reasoning
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Are LLMs smart enough to plan?

NeurIPS, 2023

LLMs: (Natural Language) Reasoning
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A quick peek into classical planning …

Source: https://www.cs.toronto.edu/~sheila/2542/s14/A1/introtopddl2.pdf

LLMs: (Natural Language) Reasoning
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Specifications in PDDL

…

LLMs: (Natural Language) Reasoning
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Evaluating planning ability

NeurIPS, 2023

LLMs: (Natural Language) Reasoning
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A prompt for planning

Arxiv, 2024

…

LLMs: (Natural Language) Reasoning
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Are LLMs smart enough to plan?

Arxiv,, 2024

LLMs: (Natural Language) Reasoning
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Are LLMs smart enough to plan?

Arxiv, 2024

LLMs: (Natural Language) Reasoning
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Way forward: LLM as a Planning module (?)

ICML, 2024 (position paper)

LLMs: (Natural Language) Reasoning

LLMs Can’t Plan, But Can Help Planning in LLM-Modulo Frameworks; ICML, 2024
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Key takeaway:

“...On closer examination, many papers claiming LLMs  have planning abilities 

wind up confusing general planning knowledge extracted from the LLMs for 

executable plans. When all we are looking for are abstract plans, such as 

“wedding plans,” with no intention of actually executing them, it is easy to 

confuse them for complete executable plans.”

Is reasoning even an NLP or an NLU problem?

ICML, 2024 (position paper)

LLMs: (Natural Language) Reasoning
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Questions?
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